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Abstract
The complexity of heterogeneous robotic teams and the domains in

which they are deployed is fast outstripping the ability of autonomous
control software to handle the myriad failure modes inherent in such sys-
tems. As a result, remote human operators are being brought into the
teams as equal members via sliding autonomy to increase the robustness
and effectiveness of such teams. A principled approach to deciding when
to request help from the human will benefit such systems by allowing
them to efficiently make use of the human partner. We have devel-
oped a cost-benefit analysis framework and models of both autonomous
system and user in order to enable such principled decisions. In addi-
tion, we have conducted user experiments to determine the proper form
for the learning curve component of the human’s model. The resulting
automated analysis is able to predict the performance of both the au-
tonomous system and the human in order to assign responsibility for
tasks to one or the other.

Keywords: Mixed Initiative, User Modelling, Sliding Autonomy, Multiagent, Coop-
eration

1. Introduction

As complex robotic systems are deployed into ever more intricate and
real-world domains, the demand for system abilities is growing quickly.
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Since many tasks cannot be easily accomplished by a single machine,
much research has turned towards utilizing heterogeneous robotic teams.
While this approach multiplies the theoretical capabilities of the de-
ployed hardware, the actual abilities of a team often are constrained by
its control software. In complex tasks, such as those required by auto-
mated assembly domains, it is nearly impossible for the system designer
to anticipate every possible system failure and provide a method for re-
covery. While automated systems excel at rapid repetition of precise
tasks, they are weak when dealing with such unexpected failures. As a
result, research is now moving towards including a human in such teams,
leveraging the accuracy and strength of robotic teams and the flexibility
of the human mind to create a whole greater than the sum of its parts.

A great difficulty in creating these sliding autonomy systems is en-
abling smooth and efficient transitions between modes of autonomy -
ideally both the human and the autonomous system should be able to
initiate such transitions as they see fit. If the system is to do so, it needs
some method for making decisions about when and how to involve the
human in its task. The approach we have taken is to form models of the
capabilities of both the autonomous system and the human, in order to
provide a principled basis for the system to perform cost-benefit analysis.
The autonomous system does not learn to improve its task performance,
resulting in a model based on a static distribution derived from observed
data. The human model is similar, but incorporates an explicit model
of the human’s learning curve, allowing the system to predict future
performance of a human still learning a particular task. We have ex-
perimentally determined that a logarithmic function provides a good fit
to our subjects’ actual learning curves, with the model providing use-
ful predictions during the learning period. Coupled with a cost-benefit
analysis framework, these models allow the system to estimate the over-
all expected cost of transferring control to the human at various points
during the task, enabling it to proactively involve the human when the
human will provide the team with significant assistance.

2. Related Work

Our Syndicate architecture (Sellner et al., 2005) (Simmons et al.,
2002) (Goldberg et al., 2003) provides a flexible, tiered, multi-agent
architecture which we have extended to support sliding autonomy. Syn-
dicate differs from most other multi-robot architectures by allowing close
coordination without the need for a central planner. Our user modelling
implementation continues this decentralization by allowing each agent
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to individually form models for itself and the human performing tasks
using that agent’s hardware.

A number of other sliding autonomy systems exist, of greater or lesser
similarity to our work. (Fong et al., 2003) enable the robot to ask the
operator for help with localization and to clarify sensor readings, while
the operator can query the robot for information. This framework uses
the human as an information source, rather than a true partner, and
assumes the robot’s control software is capable of performing all tasks
when provided with complete state information. Our approach allows
the operator to be a partner in the completion of the scenario, rather
than simply a source of information. An architecture for sliding auton-
omy as applied to a daily scheduler has been proposed by (Scerri and
Pynadath, 2002). The autonomous system is responsible for resolving
timing conflicts among team members, who are able to adjust the sys-
tem’s autonomy by indicating intent or willingness to perform tasks. Us-
ing similar hardware to ours, (Kortenkamp et al., 1999) have developed
and tested a software architecture that allows for sliding autonomous
control of a robotic manipulator. While these projects all involve the
human in the task, they do not explicitly reason about when to request
help.

Similar to our modelling approach, (Fleming and Cohen, 2001) per-
form cost-benefit calculations to determine whether an agent should ask
the user for information that may allow it to generate better plans. Al-
though the basic cost-benefit concept is the same, our user models differ
significantly. They represent the user by a series of ad-hoc probabilities
(such as the probability that the user will have the requisite knowledge
to answer a question), expected utilities, and costs. Their work does not
consider the problem of user model acquisition, which is clearly far from
trivial. In addition, their agent queries the user only when it believes
that it needs help and that the user can provide the requisite informa-
tion. There is no concept of ceding control to the user merely because
the user is better at some element of the task; instead, the user is again
treated as an information source, rather than as a partner.

Our sliding autonomy implementation allows any component of our
multi-layered system to be switched between autonomous and manual
(tele-operated) modes. The fine granularity of control over the team’s
autonomy level afforded by this approach allows many combinations of
human intuition and robotic calculation, rather than limiting the human
to the role of oracle. This switching may be performed in three ways:
(1) pre-scripted, such as tasks which the autonomous system had not
been programmed to perform and must be completed by the operator,
(2) human-initiated changes in autonomy resulting from the operator
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deciding he wants to take control, and (3) system-initiated autonomy
changes, which occur when the system’s analysis indicates the benefits
of requesting help would outweigh the costs. This allows a synergy of
human flexibility and robotic accuracy which yields a team with greater
efficiency and reliability than either a purely autonomous or purely tele-
operated approach. See (Singh et al., 2004) for a discussion of our im-
plementation of sliding autonomy and related experimental results.

3. The Task

For our work on architectures, sliding autonomy, and user modelling,
we developed several assembly scenarios that require close coordination
between disparate agents. The scenario discussed here requires the team
to assemble a square from four beams and four planarly compliant nodes
(Figure 1d). The nodes are free to move about in the plane of the
workspace, in a weak parallel to orbital assembly. When a beam is
inserted into a node, enough force is required to cause an unconstrained
node to roll away, rather than the beam’s latches engaging the node. In
order to provide a countervailing force, the team must brace each node
while inserting every beam. To further complicate matters, neither of
our manipulator agents possess any extrinsic sensors.

(a) (b)

(d)

(c)
Figure 1. (a) The Robocrane. The vertical sockets are used to grasp the nodes
from above. (b) Xavier, the roving eye of our work crew. (c) The mobile manipulator
is composed of Bullwinkle (the differential-drive base) and Whiplash (the 5 degree-
of-freedom anthropomorphic arm). (d) A closeup of the completed structure.
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Thus, the scenario can be naturally split into three duties: docking,
bracing, and sensing. Our mobile manipulator (Figure 1c) is responsible
for docking the beams to the nodes with its 5-DOF anthropomorphic
arm. The crane (Figure 1a) handles bracing, while the roving eye (Figure
1b) is responsible for providing information to the other agents about the
relative positions of objects in the workspace. Each of these three agents
independently performs cost-benefit analysis to determine whether it
should ask for human assistance during the scenario.

The scenario consists of four repetitions of the following:

1 Grasp beam with mobile manipulator’s arm.

2 Acquire beam and node with roving eye’s sensors.

3 Position and brace first node with crane.

4 Insert one end of beam into first node by visually servoing mobile
manipulator’s arm.

5 Reposition roving eye to second end of beam and acquire beam
and second node.

6 Release crane’s grasp on first node, grasp second node, position
node, and brace it.

7 Insert second end of the beam into node.

8 Release mobile manipulator’s grasp on beam.

9 Move mobile manipulator to the square’s next side.

The team is able to accomplish the entire task autonomously, except
for step 1, in which a human places the beam in the mobile manipulator’s
grasp. However, the human also may become involved in any of the other
steps. If during step 3 or 6 the crane becomes stuck, the operator will
need to intervene, since the current system cannot detect this failure.
In step 2 or 5, if the roving eye is in a position such than an object of
interest is obscured, the autonomous system will be unable to acquire,
and will request assistance from the user. Docking one end of a beam
to a node (steps 4 and 7) is a difficult task; the system will often fail
one or more times before succeeding or dropping the beam. This is
another opportunity to involve the operator, since an initial failure of the
autonomous system is a good predictor of future failure; this occurence
often results in a request for help after one or two failures.

Although the scenario can be accomplished autonomously, there are
many opportunities for the system to request help from the human op-
erator to increase its robustness and efficiency.
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4. Using the User

The original sliding autonomy system we created was effective, but
somewhat lacking in initiative. The system requested help only when
told to do so ahead of time or when the team detected a failure from
which it could not recover. This is clearly suboptimal: in the ideal case
the autonomous system should request help not only when it needs as-
sistance, but also when assistance would be beneficial to the reliable and
efficient completion of the scenario. For instance, if the system has a fail-
ure recovery procedure for a particular error, but the procedure proves
ineffective, it could ask the user for help after determining that further
attempts are likely to be useless, rather than repeatedly attempting to
blindly apply its recovery procedure. The node-beam docking action
(steps 4 and 7 above) is an excellent example of this. In addition, there
are occasionally tasks which the human is often more efficient at per-
forming via tele-operation than the system, due to her superior ability to
make inferences from noisy observations. Such tasks within our scenario
include manuvering in cluttered environments and visually searching for
partially obscured objects.

If the system is to further involve the human in the scenario, it must
have some method of reasoning about when to do so. The approach
that we have taken is to perform cost-benefit analysis at various deci-
sion points during the scenario, using empirically derived models of the
individual users and the autonomous system to inform the analysis. By
maintaining such individual models, the system’s requests for help may
depend on the abilities and state of the individual operator, yielding a
team that adapts not only to the current state of the environment but
also to the current state of its members. Such a principled approach al-
lows the autonomous system to leverage the skills of the human operator
to increase both the team’s robustness and its efficiency.

4.1 Cost-Benefit Analysis

Cost-Benefit Analysis simply consists of estimating the costs and ben-
efits associated with various courses of action in order to choose the most
beneficial action to perform. In our domain, such decisions are binary:
the system must decide whether to request operator assistance for a par-
ticular task. Obviously, the option with the greatest benefit−cost value
will be chosen. Given methods for estimating the relevant variables, this
provides a framework for making principled decisions, rather than im-
plementing arbitrary policies. Within our robotic assembly scenarios,
one form of this equation is:
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cost : price(h)E(th) + price(rt)E(th) + price(rep)P (fcath)
benefit : price(ra)E(tr) + price(rep)P (fcatr)

(1)

where:
E(th) : Expected time for human to complete task
E(tr) : Expected time for autonomous system to complete task

P (fcath) : Probability of catastrophic failure while under human control
P (fcatr) : Probability of catastrophic failure while under autonomous control
price(rep): Average monetary cost of repairing a catastrophic failure
price(h): Monetary cost of operator per unit time
price(rt): Monetary operating cost of system per unit time while teleoperated
price(ra): Monetary operating cost of system per unit time while under au-

tonomous control

The costs are those incurred during the human’s teleoperation of the
system, while the benefits consist of the cost savings associated with
not running the system under autonomous control. In a real-world ap-
plication, the price functions would be informed by factors such as the
amortized cost of the hardware, upkeep, the salary of the human op-
erator, and what other duties he is responsible for (since assisting the
system will monopolize his time). These functions act as gains, with
the relative values of price(h), price(rt), and price(ra) encouraging or
dissuading the system from asking for help, and price(rep) adjusting
how averse the system is to risk . The probability of catastrophic failure
is estimated from experimental data. Note that catastrophic failure is
distinct from the failure to perform a task in that the former results in
damage to the robots which must be repaired while the latter merely
results in the non-accomplishment of a particular task.

The most difficult element of these equations to estimate is the ex-
pected time to complete a given task for both the autonomous system
and the human (E(tr) and E(th), respectively), especially if the operator
is a novice. We have built a user model to estimate these expected times
based on previous experience, as well as a number of other factors.

4.2 User Model

A user model can consist of any collection of rules or set of assump-
tions that predicts the value of interest or otherwise allows the system
to decide when to involve the user. In fact, our initial sliding autonomy
system incorporated an extremely basic user model by requesting help
only when an unrecoverable failure occurred. This simple approach al-
lowed the user to slightly increase the system’s robustness, but not its
efficiency. A more refined model could include fixed thresholds for when
help should be requested. Such a model could assert that if the system
has failed to recover from an error twice it should ask for help. Again,
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this allows the user to contribute to the system’s robustness, but the hu-
man is likely not being utilized in an efficient manner. In order to create
an efficient overall system and take into account external constraints on
the human, a much more detailed and data-driven model is required.

4.2.1 The Ideal Model. We have developed predictive models
for both the autonomous system and the human operator; we address
the system’s model first. Since our current autonomous system does not
learn, we may treat each attempt at a task as a sample from a static
distribution. The set of all observed performances is in all likelihood
multimodal. However, by segmenting the observed attempts based on
the outcome of each attempt and the number of times the system had
previously failed to perform the task during the current trial, we may
easily form a set of unimodal (or nearly unimodal) distributions. We
may then estimate E(tr) directly from these distributions:

E(tr|Fr = i) =
P (Sr|Fr = i)E(tr|Sr, Fr = i)

+P (¬Sr|Fr = i)

(
E(tr|¬Sr, Fr = i)
+E(tr|Fr = i+ 1)

)
(2)

E(tr|Fr = h) =E(th|Fh = 0, Rh = j, Fr = dr + 3) (3)

E(tr|Fr = dr + 1) =E(tr|Fr = dr) (4)

E(tr|Fr = dr + 3) =0 (5)

E(tr) = min
h=max(f,1)...dr+2

E(tr|Fr = f) (6)

where:

E(tr|Fr = i): Expected time to complete the task if the system performs the
next attempt, given i preceding failures.

P (S|F = i): Probability of completing the task, given i preceding failures.
E(t|S, F = i): Expected value of the distribution formed by all data points

in which the task was completed with i preceding failures.
F : Number of preceding failures.
h: Number of failures after which control will pass to the operator.

Rh: Number of previously observed human runs.
d: Max number of preceding failures for which data exists.
j: Current number of previously observed human runs.
f : Current number of preceding failures.

As can be seen from Equation 2, the expected time to complete the
task if the autonomous system performs the next attempt is a recur-
sive sum, representing the successive attempts made after a failure to
complete the task. Equation 4 permits the autonomous system to make
an attempt with one more preceding failure than has been previously
observed. As we can see from Equation 6, the final value for E(tr) is
chosen by determining the proper point in the future to hand control
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to the human (h >= 1 because E(tr) represents the assignment of the
next attempt to the autonomous system). Equation 5 prevents infinite
mutual recursion, since the human’s user model includes passing control
to the autonomous system (see Equation 9).

We introduce two new elements in the human’s model: the learning
curve and the possibility of the autonomous system requesting control. If
the operator is inexperienced, it is inaccurate to model her performance
as a sample from a static distribution. Rather, she is still learning,
and it is more appropriate to model E(th) by predicting the next point
on the learning curve, rather than simply taking the expected value
of a distribution of past data. This learning curve (Equation 7) is a
logarithmic curve fitted to the available data. We have conducted a
series of experiments, discussed below, to determine a reasonable model
of L(x) and how best to use it as a predictor of the human’s performance
in the next trial. Equation 8 represents the system’s belief that the
human has failed if they are taking too long to complete a task. This is
necessary to detect operator failure, since the human operator rarely, if
ever, voluntarily gives up. Additional factors may play a role in E(th),
such as current workload and fatigue. However, they would likely play a
relatively straightforward additive or multiplicative role in Equation 7,
and are thus neglected for now.

N(t) = L(xt+1|x1...t) (7)

M(s, i) = P (s|Fh = i)− P (th > cN(Rh)|s, Fh = i) (8)

E(th|Fh = i, Rh = j, Fr = k) =
M(Sh, Fh)N(Rh)
+M(¬Sh, Fh) (N(Rh) + E(th|Fh = i+ 1, Rh = j + 1, Fr = k))
+P (th > cN(Rh))E(tr|Fr = k)

(9)

where:
N(t): Predicted time to complete the task based on a learning curve

L fitted to all prior observations.
L(xt+1|x1...t): The value of a fitted learning curve for trial t+ 1, given t prior

observations.
M(s, i): The probability of s ∈ {S,¬S} given i preceding failures, less

the probability that the autonomous system will request con-
trol, given s and i.

c: A constant which determines the time when the system believes
the human has failed and the time when it will request control.

P (th > cN(Rh)
|s, Fh = i)

The probability that the human will take more than c times
the expected time to complete the task.

E


th|

Fh = i,
Rh = j,
Fr = k




Expected time to complete the task if the human performs the
i’th attempt, with j historical attempts, and k preceding fail-
ures by the autonomous system.
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Figure 2. The raw data and fitted logarithmic learning curves for two sample
subjects - Subject A’s raw data and fitted curve are plotted as solid lines, while
Subject B’s are dashed lines.

4.2.2 The Implemented Model. When implementing any
method, tradeoffs must be made between the fidelity of the model and
the difficulty involved in estimating the variables involved. For our initial
implementation, we set P (fcath) = P (fcatr) = 0, price(h) = price(ra),
and price(rt) = 0, collapsing Equation 1 to a straightforward comparison
of E(tr) and E(th). The model of the autonomous system was imple-
mented as described in Equations 2 - 6. However, we chose to simplify
the human model by disregarding all factors affecting the prediction of
the human’s performance except previous observations and an estimate
of the human’s learning curve. We also set c = ∞ to prevent the sys-
tem from requesting control. Since no subject ever failed to complete
the task, P (Sh|Fh = 0) = 1.0), resulting in Equation 9 collapsing to
E(th) = L(xt+1|x1...t), or simply the prediction of her time to complete
the task based on her learning curve and prior experience. The result-
ing simplified calculation directly compares the system’s and human’s
estimated time to complete a task in order to assign responsibility.

4.3 Results

In order to build our initial model of the human learning curve L(x)
within our domain, we conducted a series of experiments with eight
subjects to assess and model their learning curves for direct control of the
mobile manipulator’s arm. The goal was to develop an understanding
of the repeatability a human’s time to complete a task; how many trials
it would take to eliminate learning effects; and whether a single learning
function could be accurately parameterized on a per-user basis, to allow
the system to attempt to predict the performance of a user who had not
been fully trained.
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In order to focus purely on the skill of controlling the arm and min-
imize confounding variables, the task consisted of docking one end of a
beam to a node while directly observing the workspace and controlling
the arm via a SpaceMouse (a six degree of freedom input device). Data
from a representative two of our eight subjects can be found in Figure
2 — this data contains roughly an average amount of noise. As can be
seen, the raw data is quite noisy, with large deviations between succes-
sive runs. However, it does consistently trend downwards, and while
examining all eight data sets, we discovered that a logarithmic learning
curve of the form L(x) = a∗ ln(x)+b, with the parameters a and b fitted
to each user’s data, yielded a more predictive fit than linear, exponential,
or quadratic models. On average, 10 trials worth of data were necessary
for the parameters to settle to their final values, but the logarithmic
model proved some predictive worth as early as trial 3. Most subjects’
performance had plateaued by trial 14.

Taking this into account, we have extended our sliding autonomy
system to include the simplified user model described in Section 4.2.2
for making principled decisions about changes to the team’s autonomy
levels. The model tracks each operator (and the autonomous system) for
every task in the scenario. Given the instability of the initial few trials
for most subjects, the model merely predicts the average of the past
observed trials for E(th) until three trials worth of data are accumulated.
Between trials three and fourteen, a logarithmic curve is fit to the data
and is used to predict E(th) on the next instance of the task. After
trial fourteen, the average of the past three trials (discarding outliers)
is used, since most subjects’ performance plateaus by this point, with
the occasional outlier. This allows the autonomous system to make
appropriate use of even an inexperienced operator.

5. Future Work

A variety of opportunities to expand upon this work exist. Our simpli-
fied model needs to be verified in our assembly system and potentially
refined to provide satisfactory predictions. The model could also be
extended to extrapolate performance on unobserved tasks from perfor-
mance on different, but related, tasks. Knowledge of upcoming tasks
could also be incorporated into the model, allowing the system to make
locally inefficient decisions in order to train a novice user to provide
future benefits. Similarly, if the human fatigues over the course of a
scenario, the system could avoid asking for help when the human only
provides marginal benefit, in order to keep her rested for tasks where
she is orders of magnitude better.
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6. Conclusion

We have formulated a method for making principled decisions about
when to involve a remote human operator in a multi-agent assembly
task. We conducted initial user experiments, determining that a param-
eterized logarithmic function provides an adequate fit to users’ observed
learning curves. Such a function, tuned to each user as data is observed,
provides a usable predictive model of their future performance. Com-
bined with our predictive model of autonomous system performance,
this simplified model has been implemented within our sliding auton-
omy system, allowing the system to make principled decisions about
when to request assistance from the operator.
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